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Abstract: Tactile technology in mobile devices makes mediated social touch (MST) a possibility. MST
with vibrotactile stimuli can be applied in future online social communication applications. There
may be different gestures to trigger vibrotactile stimuli for senders and receivers. In this study,
we compared senders with gestures and receivers without gestures to identify the differences in
perceiving MST with vibrotactile stimuli. We conducted a user study to explore differences in the
likelihood to be understood as a social touch with vibrotactile stimuli between senders and receivers.
The results showed that for most MST, when participants acted as senders and receivers, there were
no differences in understanding MST with vibrotactile stimuli when actively perceiving with gestures
or passively perceiving without gestures. Researchers or designers could apply the same vibrotactile
stimuli for senders’ and the receivers’ phones in future designs.

Keywords: active perceiving; mediated social touch; mobile devices; passive perceiving; social touch
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1. Introduction

Mediated social touch (MST) is a new form of remote communication [1]. Recent
haptic technology helps to transmit MST over mobile devices. For example, ComTouch [2],
POKE [3], CheekTouch [4], and KUSUGURI interface [5] have applied haptic actuators to
design vibrations to transmit MST such as patting, poking, tapping, and tickling. Bendi [6]
has taken advantage of the material and Internet to transmit MST with tactile feedback.

The abovementioned studies mainly developed prototypes for MST. They presented
how the MST could be transmitted between senders and receivers and described what
haptic feedbacks were on the receivers’ devices or the senders’ devices. However, they
did not test if senders and receivers could both understand the haptic feedbacks, since the
senders and receivers might have different gestures when triggering the haptic feedback
on mobile devices. For example, Rantala et al. [1] mentioned that during remote communi-
cation with mobile devices, a sender actively manipulated the device while a receiver held
the device passively.

In this study, we aim to test the differences between a sender and a receiver in perceiv-
ing MST with vibrotactile stimuli. The conditions are:

1. The sender has specific gestures to trigger and perceive the vibrotactile stimuli, while
the receiver just presses the touchscreen one time to trigger the vibrotactile stimuli.

2. For the sender, we test the the likelihood to be understood as a social touch (LUMST)
with vibrotactile stimuli when actively perceiving with gestures, while for the receiver,
we test the LUMST when passively perceiving without gestures.

Vibrotactile stimuli were tested for receivers in our previous study [7]. In addition to
the receiver, some researchers have demonstrated that it is also necessary for the sender
to confirm the expected vibrotactile stimuli before sending. For example, Ramos et al. [8]
mentioned that it was convenient for a sender to achieve specific target forces through
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additional feedback on the sender’s phone. Park et al. [4] found it necessary to have a self-
checking process to transmit social touch to the receiver during phone calls. Chang et al. [2]
mentioned that local feedback on a sender’s device helped users to estimate the signal
intensity to be transmitted, and therefore, users could be aware of what vibrations they
send in remote communication [2].

In this study, we compare the differences between a sender with gestures and a
receiver without gestures in perceiving MST with vibrotactile stimuli. Firstly, we introduced
vibrotactile stimuli for MST based on a previous study [7]. Then, we described the gestures
of MST for the sender and the receiver based on user-defined gestures for MST from [9].

We selected 11 MSTs (nuzzle, poke, press, pull, rock, rub, shake, tap, tickle, toss and
tremble) from a Touch Dictionary [9,10]. We did not consider MST with multi-point touch
in this study since there were many challenges when designing user experiences of multi-
touch interfaces [11]. For example, the use of complex gestures with more than one finger
may not always be possible on mobile devices because of different handheld positions and
usage [11]. Individual differences, ergonomics, and manufacturers are also all challenges
for multi-point touch [11]. Therefore, we did not consider MST with multi-point touch in
this study for easier use of the interface.

The research questions are as follows:

1. Are there significant differences between a sender with gestures and a receiver without
gestures in perceiving MST with vibrotactile stimuli?

2. What are the implications for designing and applying MST with vibrotactile stimuli
for mobile communication?

2. Related Work
2.1. Haptic Feedback on Receivers’ Mobile Devices When Transmitting MST

Many researchers have mentioned that a sender’s finger motion or gestures could
be captured by sensors and transmitted through the Internet to activate haptic feedback
on a receiver’s device. For example, Park et al. [4] provided CheekTouch, a bidirectional
communication diagram. One user’s finger motion could be rendered on the other user’s
mobile device with vibrotactile stimuli via the prototype in real time. Furukawa et al. [5]
provided the KUSUGURI interface, which could offer tickling feelings for dyads. The
interface was designed based on the theory of “Prediction of one’s behavior suppresses the
perception brought about by the behavior” [12]. The vibrations were mainly described in
receivers’ devices. Hashimoto et al. [13] provided a novel tactile display for emotional and
tactile experiences in remote communication on mobile devices. Through the novel tactile
display, receivers could feel different touch gestures such as tapping, tickling, pushing, and
caressing, via vibrations. Due to the limitation of the prototype, only the receivers’ devices
could trigger vibrations. Hemmert et al. [14] proposed intimate mobiles, which could send
grasping by remote communication on mobile phones. A sender performed grasping on
the device, and the detected force by embedded sensors could be transmitted to a receiver’s
device. The receiver could feel the touch by sensing the pressure through the tightness
actuation on their device.

Based on the above, we found that:

1. Most studies have mainly provided haptic feedback to receivers. There is a lack
of consideration applying haptic feedback to senders. This may make the manip-
ulation of user interaction with the touchscreen not very precise [15]. Meanwhile,
Ramos et al. [8] showed that it was necessary to apply local feedback on a sender’s
phone when transmitting MST, since the local feedback could help the sender to
control their expected force.

2. Most studies have mainly designed and provided haptic feedback for prototypes.
Their research has not considered if senders and receivers could both understand the
designed haptic feedback.

Therefore, in this study, we consider testing if senders and receivers can both under-
stand the vibrotactile stimuli for MST.
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2.2. Haptic Feedback on Senders’ Mobile Devices When Transmitting MST

In addition to haptic feedback on receivers’ phones, some studies have considered
applying local feedback on senders’ phones. For example, Hoggan et al. [16] proposed
Pressages, which transmitted a user’s input pressure to a receiver via vibrations during
phone calls. Researchers have considered local feedback for pressure input in a sender’s
phone. Therefore, senders and receivers could both feel the vibrations on their phones dur-
ing message transmission. Rantala et al. [1] provided a mobile prototype to communicate
emotional intention via vibrotactile stimuli. Senders could sense the vibrotactile stimuli
on their devices while manipulating them. The vibrotactile stimuli could be triggered on
senders’ and receivers’ devices simultaneously. Therefore, senders could feel the exact
vibrotactile stimuli that they wanted to transmit to receivers. Chang et al. [2] designed
ComTouch, which was a vibrotactile communication device. Local feedback on the sender’s
device helped users to estimate the signal intensity to be transmitted. Therefore, users
could be aware of the vibrations they send during remote communication. Park et al. [6]
provided Bendi, which was a shape-changing device for a tactile-visual phone conversation.
When senders moved a joystick to transmit social touch, their devices would also bend up
or down similar to the receivers’ devices. Therefore, a sender could see what had been sent
to a receiver.

Some prototypes have provided self-checking functions for a sender to check the MST
they would send to ensure that the haptic feedback on the sender’s and the receiver’s
devices were the same. For example, Park et al. [3] provided POKE. The inflatable surface
of POKE could send social touch to a receiver. A sender could receive index finger pressure
input on the back of their device during a phone call. The POKE had a self-checking
function, which helped the sender check whether the tactile feeling they wanted to send
was correct.

Based on the above, we observed that:

1. Some researchers have checked the feedback before sending it, but this may cause
unnecessary delay and workload in the communication. It is a step in the communica-
tion process that may not be convenient for some people. Therefore, we want to take
this checking step in the design and research process, rather than in the application,
to ensure that both senders and receivers can understand the haptic feedback before
applying it in real applications.

2. A receiver’s receiving of haptic feedback and a sender’s self-checking process of haptic
feedback are different. A receiver feels the haptic feedback without gestures. However,
in a sender’s self-checking process, the sender feels the haptic feedback along with
their gestures, since gestures trigger the haptic feedback. Therefore, differences in
perceiving MST with vibrotactile stimuli may occur when gestures are different,
especially when complex gestures are applied. For example, in repetitive gestures
such as “shake” [9], a sender moves their fingers back and forth on the touchscreen to
send the touch [9]. The vibrotactile stimuli will be along with their fingers’ movements.
While for a receiver, they may press the button one time to trigger the vibrotactile
stimuli and there are no finger movements when they feel the vibrotactile stimuli.

In this study, we check if the senders and receivers could both understand the vibro-
tactile stimuli for MST. The senders actively perceive with gestures, while the receivers
passively perceive without gestures.

2.3. The Differences between Actively and Passively Perceiving Haptic Feedback

Many engineering studies have explored the differences between actively and pas-
sively perceiving haptic feedback. For example, perceived roughness is an interesting
topic in the active and passive touch of surface texture. Lederman [17] investigated the
perceived roughness in active and passive communication. The study found no significant
differences in the perceived magnitude of surface roughness and the consistency of such
judgments between the two conditions. Hatzfeld [18] also mentioned a duplex theory of
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roughness perception, which meant active and passive touch conditions did not affect the
perceived roughness.

Other haptic devices have also been used in different applications to explore the
perception differences between active and passive touch. For example, Symmons et al. [19]
used a Phantom force-feedback device to explore virtual three-dimensional geometric
shapes. The results showed that, as compared with passive exploration, active exploration
had significantly shorter latencies. Vitello et al. [20] examined the tactile suppression
between active and passive touch. The results indicated that active movements lead to a
significant decrease in tactile sensibility, while passive movements seem to have a minor
effect when differentiating tactile performance [20].

Ahmaniemi et al. [21] summarized that it was more suitable to apply passive tactile
messages in system alerts and user discrete action feedback. Active feedback is more
natural for interacting with the physical interface between a user and a system, which helps
to increase the user’s feeling of control.

Based on the above, we found that the differences between actively and passively
perceiving MST is an interesting research field for haptic stimuli. However, there were
some gaps, as follows:

1. The above studies explored physical perceptions such as perceived roughness on
the surface with vibrotactile stimuli. There was a gap in the field of MST with
vibrotactile stimuli.

2. For actively perceiving vibrotactile stimuli, in addition to dynamically stroking a
surface or object [18], more gestures could also be considered, such as pressing the
touchscreen with different repeat times, rhythms, or speeds.

Therefore, in this study, we compare the differences between actively and passively
perceiving MST, considering more types of MST in active sensation.

3. Gesture Data Collected from Our Previous Study

We explored user-defined gestures for MST on the touchscreen of smartphones in our
previous study [9].

In [9], we proposed classifications based on movement forms. We mentioned in [9] that
“Movement forms indicate the trajectory and dynamics of hands/fingers movement” [22].
We also described the spatial relations between the hands/fingers and the touchscreen. In
this study, the movement forms applied are straight gestures on the touchscreen (SOT),
straight gestures from the air (SFA), and repetitive gestures (RPT) on the touchscreen [9].
The detailed definitions of each movement form are given in [9]. We chose related gestures
to trigger the vibrotactile stimuli for MST based on movement forms.

We also recorded the pressure and duration of user-defined gestures for each MST
from [9]. These data were applied in the design of vibrotactile stimuli in [7].

4. Design of MST with Vibrotactile Stimuli

In this study, we compare the differences between the sender with gestures and the
receiver without gestures in perceiving MST with vibrotactile stimuli. We apply typi-
cal vibrotactile stimuli designed in [7] and further analyze the comparison between the
two conditions.

We designed the vibrotactile stimuli based on movement groups [7,9]. Table 1 shows
the typical recorded accelerations of vibrotactile stimuli for MST in each group (four types
of “tap”, two types of “shake”, and one type of “pull” and “toss”). The detailed design
process of vibrotactile stimuli for MST are in [7]. The forms of vibrotactile stimuli for MST
in each group are similar. Therefore, only typical examples of recorded accelerations are
listed in Table 1.

In the SFA group, all the vibrotactile stimuli for MST are similar to “tap” in Table 1,
with different durations and frequencies. In the RPT group, all the vibrotactile stimuli for
MST are similar to “shake”, with different numbers of repeats, durations, and frequencies.
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Table 1 shows the vibrotactile stimuli for “pull” and “toss” in the SOT group. The detailed
values of physical parameters and accelerations of vibrotactile stimuli are in [7].

Table 1. Properties of vibrotactile stimuli for MST in each movement form group.

Movement Form Group [9] Typical Accelerations of Vibrotactile Stimuli of MST [7] 1 MST in Each Movement Group [9]

The SFA group

Tap 1 Tap 2

Poke, press, tap, tickle
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5. Gestures
5.1. Gestures to Trigger Vibrotactile Stimuli

Researchers have demonstrated that it is necessary to provide vibrotactile stimuli on
both a sender’s and a receiver’s phone for remote communication [5,8,16]. In this study,
we consider exploring the LUMST with vibrotactile stimuli in two conditions:

1. Participants act as a receiver, passively perceiving vibrotactile stimuli without gestures.
In this condition, participants were told to imagine themselves as receivers during
a virtual online communication. In addition, they were asked to press a button one
time to activate the MST with vibrotactile stimuli sent from the sender. In [7,23], we
provided vibrotactile stimuli with buttons.

2. Participants act as a sender, actively perceiving vibrotactile stimuli with specific
gestures. In this situation, participants were told to imagine themselves as senders
during an online mobile communication. They were asked to press a button based on
the user-defined gestures of MST [9]. We considered the user-defined gestures, here,
to mimic the real situation when sending MST.

We told participants what each motion should be like to control the gestures when
participants acted as senders based on [9]. The detailed gesture information is as follows:

1. Participants were asked to press a button for MST in the SFA group (i.e., poke, press,
tap, tickle).

a. For “poke”, “tap”, and “tickle”, participants were asked to use their right
index finger to press a button to trigger the vibrotactile stimuli. A participant’s
left hand held the phone, and their right hand acted like that in Figure 1a.
Participants could press the button with different rhythms, speeds, or repeat
times. For example, when the sender “poke” others, they could “poke” many
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times rather than just one time based on their habits. The sender could feel the
vibrotactile stimuli each time they “poke” others.

b. For “press”, participants were asked to use their right thumb to press the button
to trigger the vibrotactile stimuli (Figure 1b).

2. For gestures in the RPT group (nuzzle, rub, rock, shake, tremble), participants were
asked to start touching the button to activate the vibrotactile stimuli and move their
right index fingers back and forth (Figure 1c), and actively sense the repetitive change
of vibrotactile stimuli, until the vibrotactile stimuli stopped.

3. For gestures in this group, we considered different directions. Therefore, we described
the gestures as follows:

a. For “pull”, participants moved their right index finger from up to bottom
with a strong force, acting like they were pulling someone to a closer position
(Figure 1d).

b. For “toss”, participants moved their right index finger from bottom to up and
moved their finger fly away from the touchscreen similar to the movement of
tossing something away (Figure 1e).
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Figure 1. Gestures to trigger vibrotactile stimuli for MST. (a) the gesture for “poke”, “tap”, and
“tickle”; (b) the gesture for “press”; (c) the gesture for “nuzzle”, “rub”, “rock”, “shake”, and “tremble”;
(d) the gesture for “pull”; (e) the gesture for “toss”. These gesture figures were selected from [9].

The grey square in Figure 1 represents a graphic button on the touchscreen. Partici-
pants started their gestures by pressing the button to trigger the vibrotactile stimuli and
continued their gestures until the vibrotactile stimuli stopped.

5.2. Gestures and Displayed Vibrotactile Stimuli

To make a sender’s gesture match with the displayed vibrotactile stimuli, we explain
it based on the following gesture groups:

1. Gestures in the SFA group such as poke, press, tap, and tickle had a short duration [9].
The vibrotactile stimuli of these MST were also very short [7]. The vibrotactile stimuli
would finish when participants finished the quick pressing process. Users’ gestures
could easily catch the displayed vibrotactile stimuli.

2. For repetitive gestures such as nuzzle, rub, rock, shake, and tremble, it seemed not
easy to catch the vibrotactile stimuli, since the durations of these gestures were long
and the vibrotactile stimuli varied (Table 1). The rhythms of vibrotactile stimuli in this
group were extracted from our previous study on user-defined gestures for MST [9].
We explored how people performed these repetitive gestures and recorded the average
number of repeats, durations, and frequencies [9]. We designed vibrotactile stimuli
based on user-defined gestures [7]. Those parameters came from users. Therefore, it
was not difficult for users to understand the vibrotactile stimuli’ numbers of repeats,
durations, and frequencies. In the user study, we told participants how to perform
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the repetitive gestures and asked them to catch the vibrotactile stimuli. Participants
were allowed to feel the vibrotactile stimuli in this group several times before filling
in the questionnaire.

3. Gestures in the SOT group included pull and toss. “Pull” had a long duration [9].
The vibrotactile stimuli of “pull” were long and constant [7]. Participants touched
the button to trigger the vibrotactile stimuli. When the vibrotactile stimuli stopped,
participants’ fingers left the touchscreen. It was easy for participants to catch the
displayed vibrotactile stimuli for “pull”. For “toss”, the duration was not long [9].
If participants touched the button to trigger the vibrotactile stimuli and performed
gestures immediately, they could catch the displayed vibrotactile stimuli. The duration
and the changing trend of vibrotactile stimuli were also set based on user-defined
gestures [9]. Related parameters had averaged values collected from users. It was easy
for participants to understand the duration and changing trend of vibrotactile stimuli.
In the user study, participants were also allowed to feel the vibrotactile stimuli several
times before they filled in the questionnaire.

6. User Study
6.1. Experiment Setup

We used the same experimental smartphone setup as the one used in [7,9,23]. The
smartphone had a wideband linear resonant actuator (LRA) motor to display vibrotactile
stimuli [23]. The detailed technical information about this smartphone is in [23].

Figure 2 shows the test interface. The grey squares in Figure 2 represent the graphic buttons.
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6.2. Participants

Twenty participants (eight males and twelve females) between the ages of 23 and
36 participated in this study. Participants were recruited from the local university. All
participants had experiences with smartphones and online social communication. They had
no physical constraints of sensing touch [7,23]. Noise-canceling headphones were provided
to block out vibrotactile stimuli’ sound effects [7,23]. Figure 3 shows the test environment.

6.3. Procedure

We introduced the test and handed out the consent forms and questionnaires before
the experiment.

Table 2 shows variables and test conditions. The descriptions of two conditions were
as follows:
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1. Participants were told to act as a receiver to feel the MST with vibrotactile stimuli. In
this situation, participants only pressed the button on the touchscreen once.

2. Participants were told to act as a sender to feel the MST with vibrotactile stimuli. In
this situation, participants pressed the button with gestures. Participants were asked
to use the gestures mentioned above (Section 5). Participants were allowed to try the
vibrotactile stimuli several times before filling in the questionnaire.
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Table 2. Variables and test conditions.

Sender Receiver

Variables Gestures + vibrotactile stimuli Only vibrotactile stimuli

Conditions Actively perceiving vibrotactile
stimuli with gestures

Passively perceiving vibrotactile
stimuli without gestures

Gesture examples
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Table 4. Results of differences in perceiving between a receiver (R) and a sender (S). 

Touch  
(R)-(S) 

F p Touch  
(R)-(S) 

F p Touch  
(R)-(S) 

F p 

Poke 1 1.086 0.304 Tap 3 0.201 0.656 Rock 1 1.091 0.303 
Poke 2 0.917 0.344 Tap 4 0.016 0.899 Rock 2 0.365 0.549 

Shake
(Move fingers back and forth and
perceive the vibrotactile stimuli)
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Touch  
(R)-(S) 

F p Touch  
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F p Touch  
(R)-(S) 

F p 

Poke 1 1.086 0.304 Tap 3 0.201 0.656 Rock 1 1.091 0.303 
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Shake
(Press the button once to trigger the

vibrotactile stimuli)

As a receiver or a sender (within-group), participants were asked to feel how much
the LUMST with vibrotactile stimuli was and fill in the 7-point Likert Scale from 1 (very
unlikely) to 7 (very likely).

We delivered randomized orders of MST to participants on the questionnaire before
testing. Participants followed the order of MST they received and felt them one by one. We
obtained the randomized orders by random function in Python [7,9,23].

7. Results

We used SPSS 23.0 to conduct a one-way ANOVA analysis. The descriptive data are in
Table 3. More detailed results on receivers can be seen in [7].

Table 4 shows the comparison data between the senders and the receivers. Our experi-
ment did not find significant differences in perceiving vibrotactile stimuli between senders
and receivers for most MST (p > 0.05). These results suggest that participants have no different
understanding of the MST with vibrotactile stimuli, whether they acted as a sender actively
perceiving with gestures or a receiver passively perceiving without gestures.
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Table 3. Mean LUMST with vibrotactile stimuli.

Receiver 1 Sender Receiver 1 Sender Receiver 1 Sender

Touch Mean ± SE Mean ± SE Touch Mean ± SE Mean ± SE Touch Mean ± SE Mean ± SE
Poke 1 5.40 ± 0.31 5.80 ± 0.22 Tap 3 4.05 ± 0.29 3.85 ± 0.34 Rock 1 4.15 ± 0.36 4.65 ± 0.31
Poke 2 5.30 ± 0.24 5.20 ± 0.32 Tap 4 3.30 ± 0.27 3.25 ± 0.28 Rock 2 4.90 ± 0.22 5.10 ± 0.25
Poke 3 4.35 ± 0.32 4.50 ± 0.32 Tickle 1 4.90 ± 0.30 5.25 ± 0.24 Shake 1 6.10 ± 0.20 6.25 ± 1.76
Poke 4 3.65 ± 0.33 3.70 ± 0.32 Tickle 2 5.00 ± 0.24 5.10 ± 0.27 Shake 2 4.10 ± 0.27 4.40 ± 0.32
Press 1 4.55 ± 0.35 4.55 ± 0.36 Tickle 3 3.80 ± 0.26 4.30 ± 0.36 Tremble 1 5.75 ± 0.26 5.75 ± 0.27
Press 2 4.10 ± 0.38 4.25 ± 0.46 Tickle 4 3.05 ± 0.28 3.00 ± 0.27 Tremble 2 4.30 ± 0.23 4.40 ± 0.23
Press 3 5.10 ± 0.31 5.05 ± 0.32 Nuzzle 1 4.85 ± 0.33 5.35 ± 0.23 Pull 5.65 ± 0.26 6.25 ± 0.18
Press 4 4.50 ± 0.36 4.00 ± 0.30 Nuzzle 2 4.75 ± 0.30 5.05 ± 0.32 Toss 5.50 ± 0.37 6.20 ± 0.19
Tap 1 5.75 ± 0.29 5.95 ± 0.25 Rub 1 5.35 ± 0.30 5.85 ± 0.22
Tap 2 5.75 ± 0.19 5.45 ± 0.29 Rub 2 4.45 ± 0.31 5.05 ± 0.32

1 Data of receivers were extracted from [7].

Table 4. Results of differences in perceiving between a receiver (R) and a sender (S).

Touch
(R)-(S) F p Touch

(R)-(S) F p Touch
(R)-(S) F p

Poke 1 1.086 0.304 Tap 3 0.201 0.656 Rock 1 1.091 0.303
Poke 2 0.917 0.344 Tap 4 0.016 0.899 Rock 2 0.365 0.549
Poke 3 0.110 0.742 Tickle 1 0.838 0.366 Shake 1 0.310 0.581
Poke 4 0.012 0.913 Tickle 2 0.076 0.784 Shake 2 0.514 0.478
Press 1 0.000 1.000 Tickle 3 1.294 0.262 Tremble 1 0.000 1.000
Press 2 0.064 0.802 Tickle 4 0.017 0.898 Tremble 2 0.093 0.762
Press 3 0.013 0.911 Nuzzle 1 1.506 0.227 Pull 3.572 0.066
Press 4 1.145 0.291 Nuzzle 2 0.470 0.497 Toss 2.813 0.102
Tap 1 0.278 0.601 Rub 1 1.789 0.189
Tap 2 0.732 0.397 Rub 2 1.802 0.187

For actively perceiving MST such as “poke”, “press”, “tap”, and “tickle”, participants’
different rhythms, speeds, or repeat times might affect the results. We provided different
types of vibrotactile stimuli for these MST. Table 4 shows no significant differences for these
vibrotactile stimuli (p > 0.05), which means a user’s active behavior, in a certain range,
did not lead to significant perceptual changes as compared with passive perceiving of
vibrotactile stimuli.

The results in this study could guide us in application design. Researchers or designers
could apply the same vibrotactile stimuli for MST for senders’ and the receivers’ phones.
We could use the same vibrotactile stimuli for MST for both active perceiving with gestures
and passively perceiving without gestures.

8. Discussion and Limitations
8.1. Considering Specific Demands and Context in Future Designs

Based on existing studies, the effects of active and passive perceiving were different
in different contexts. For example, no significant differences were found in perceived
roughness [17,18], the active perception had shorter latencies in the exploration of virtual
three-dimensional geometric shapes [19], active movements lead to a significant decrease
in tactile sensibility [20], etc.

This study focused on a different context, i.e., MST with vibrotactile stimuli. We also
considered more gestures, such as pressing the touchscreen with different repeat times,
rhythms, or speeds.

This study showed no significant differences between the two conditions in the LUMST
with vibrotactile stimuli. The results indicated that senders and receivers could understand
the vibrotactile stimuli we designed for MST in two different conditions. We could apply
the same vibrotactile stimuli for senders and receivers in the future.
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The effects may vary in different contexts, and therefore, we need to consider specific
demands and context in future designs. Although the LUMST had no differences between
the two conditions for the selected input gestures, other factors may affect these two
conditions, such as preference, complexity [8], or controlling feelings [21]. These factors are
also important in applications.

For future applications, we should consider the interface demands in a specific con-
text and try to make MST with vibrotactile stimuli more suitable for the interface and
user’s needs.

8.2. Multimodal MST for Online Social Applications

Haptic feedback is a compensation channel for information transmission [24]. It is not
easy for users to recognize vibrotactile stimuli when there is no other information [25]. We
told participants what the vibrotactile stimuli represented in the user study [7]. We should
also mention what the vibrotactile stimuli represent in an application.

This study observed no significant differences in perceptions when participants ac-
tively or passively perceived the vibrotactile stimuli for most MST. Researchers or designers
could apply the same vibrotactile stimuli for both senders and receivers. However, users
may not tell the differences when similar vibrotactile stimuli come out. The vibrotactile
stimuli in each movement form group have similar forms of vibrotactile stimuli [7]. For ex-
ample, the vibrotactile stimuli of “poke” and “press” are all short pulses. Multimodal MST
could help to differentiate them, with the visual stickers or emoji of “poke” and “press”.

In addition, suppose we need to consider multi-point gestures in the future. In
that case, we need to apply the visual channel to compensate for the original complex
gestures [26] to better understand MST with vibrotactile stimuli.

8.3. Limitations

The vibrotactile stimuli in this study are fixed. In the RPT group, the rhythm of
vibrotactile stimuli is also fixed. When participants tried to imagine themselves as a sender
and performed repetitive gestures to feel the vibrotactile stimuli, they sometimes could not
catch up with the rhythm. The first feeling of rhythm may affect the results of the LUMST.
In the user study, participants could try the vibrotactile stimuli several times to catch the
rhythm better. In the future, real-time transmission would help to solve this problem.

Another point was that we did not consider MST with a multi-point touch. Although
there are many challenges in designing user experiences of multi-touch interfaces [11], users
may have different insights into MST with multi-point touch. In the future, considering
MST with multi-point touch may help to thoroughly understand the active and passive
MST with vibrotactile stimuli.

9. Conclusions and Future Work

In this study, we compared senders with gestures and receivers without gestures
to identify the differences in perceiving MST with vibrotactile stimuli. We introduced
vibrotactile stimuli for selected MST based on [7]. In [7], we mainly provided the design
process of MST with vibrotactile stimuli and we also tested if the designed vibrotactile
stimuli could be understood by receivers [7]. However, we did not discuss if senders could
understand the designed vibrotactile stimuli in [7]. A sender’s actively perceiving ways
may affect the LUMST. Therefore, we conducted a user study to check and compare the
LUMST in this study.

This study showed that when participants acted as senders and receivers, they did
not have a different understanding of the MST with vibrotactile stimuli when actively
perceiving with gestures or passively perceiving without gestures.

Future studies should focus on applications. In applications, receivers and senders are
considered together. This study connects the previous study [7] and future applications.
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Combined with [7], the results of this study also provide implications for future
applications. Researchers or designers could apply the same vibrotactile stimuli for both
senders’ and receivers’ phones in future application designs.

In the future, we plan to consider the specific context and multimodal interfaces
when applying MST with vibrotactile stimuli. For a better understanding, we also plan to
consider multimodal stimuli when designing MST.
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