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 Introduction
In the vision of Industry 4.0, the new industrial revolution is a
revolution of cyber-physical systems, of which the Internet of
Things forms a key foundation that has a great impact on the way
people live, and the way businesses are organised. Cyber-physical
systems are often considered feedback systems that integrate
computation, networking, and physical processes, and more
recently with ‘human-in-the-loop’ as one of the key research
topics.

The advances in social computing have connected human-in-
the-loop in cyber-social systems such as Facebook and Twitter,
while their social-physical activities are supported by the cyber-
physical systems on or near their bodies and in their interconnected
environments. Cyber-physical systems become an integral part of
social-cyber-physical systems (SCPS) that weave into the socio-
technical fabric of human society. These hybrid systems, exhibiting
both continuous (in physical and social spaces) and discrete (in
cyberspaces) dynamic behaviour, give rise to not only new
opportunities but also new challenges in designing products and
services where human and technical aspects are massively
intertwined. This Special Issue aims to present state-of-the-art
research attempts and results on the topic of SCPS.

 Identifying the humans involved
Realtime CPS applications in human-robot interaction, surveillance
and security often work with low-resolution RGB-D images to
identify the humans-in-the-loop. The paper “RGB-D face
recognition using LBP with suitable feature dimension of depth
image” by Abebe and Hwang presents a face recognition algorithm
that works with the RGB-D images, using Local Binary Pattern
feature descriptors with Multiclass Support Vector Machines for
classification. The paper also shows the evidence of a satisfying
performance with low computation requirement, which makes the
algorithm feasible for realtime applications in the context of IoT
and CPS.

 Human brain in the loop
The paper “Architecture design for performing grasp-and-lift tasks
in brain-machine-interface-based human-in-the-loop robotic
system” by Chang et al., looks into the challenge of the grasp-and-
lift tasks in human-in-the-loop robotic systems that can be a
problem in an unstructured environment like urban search and
rescue. To improve the communication between the human brain
and machine intelligence, the paper proposes workflows with an
Adaptive Boosting mechanism to enhance accuracy and robustness
of intention and sensation signal classification, instead of the
mechanism of the one-directional communication of a brain-
controlled robot.

 Mutual gaze between the system and the human
In human involved cyber-physical systems, humans often look at
the system during the interaction, but what happens if the system
looks together at something? Toyono and Osawa studied social
facilitation by implementing gaze tracking with machine eyes.
Their paper “Power of looking together: an analysis of social
facilitation by Agent's mutual gaze” shows that the motivation of

the human involved increases if the system (in their work, the
agent) is following the gaze point of the human. It suggests that a
joint gaze between the system and human would be useful in terms
of social facilitation in human-in-the-loop cyber-physical systems.

 Design for cyber-physical urban environment
Cities have become systems that combine cyber information and
physical facilities, and how to design urban experience for such
cities face new challenges. Fu et al., try to extend the practice of
product -system service design in combination with public
participation and the living lab method. They share their
experiences with three design cases in their paper “Toward the
participatory human-centred community an exploration of cyber-
physical public design for urban experience.” Using these design
cases, they explore a cyber-physical public design model and its
implications.

 Integrated evaluation of human-machine
interfaces
Cyber-physical systems with human-in-the-loop often engage the
humans in interaction through the interfaces that integrate both
software and hardware. Zeng et al., share their experience in
integrated evaluation of such interfaces in the design process of
electric automotive prototypes in their paper “Integrated evaluation
of hardware and software interfaces for automotive human-
machine interaction” in which an evaluation hierarchy helps guide
the evaluation process.

 Conclusion
The papers selected for this Special Issue cover a diversity of the
social and human aspects of cyber-physical systems, with a flavour
of human-robot and human-machine interaction. It is still an
ambition to look into the social and humans aspects of cyber-
physical systems at large that involve large-scale connectivity of
the systems and ever-possible ubiquitous connectedness of humans.
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