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ABSTRACT 
In face-to-face communication, eye gaze is integral to a 
conversation to supplement verbal language. The sighted 
often uses eye gaze to convey nonverbal information in 
social interactions, which a blind conversation partner 
cannot access and react to them. In this paper, we present 
E-Gaze glasses (E-Gaze), an assistive device based on an 
eye tracking system. It simulates gaze for the blind person 
to react and engage the sighted in face-to-face 
conversations. It is designed based on a model that 
combines eye-contact mechanism and turn-taking strategy. 
We further propose an experimental design to test the E-
Gaze and hypothesize that the model-driven gaze 
simulation can enhance the conversation quality between 
the sighted and the blind person in face-to-face 
communication. 
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INTRODUCTION 
Gaze and eye contact are of importance in the development 
of trust and deeper relationships [1]. McNeill emphasizes 
that nonverbal cues such as mutual gazes are integral to a 
conversation and that ignoring them means ignoring part of 
the conversation [2]. Nonverbal cues also play an important 
role for the blind people in social interactions. Some 
findings were reported in an investigation of twenty blind 
people [3]. They were interviewed about the nonverbal 
signals for face-to-face communication with the sighted 
people. Some blind people in the investigation tended to 
wear the black glasses to hide their eyes in face-to-face 
communication. One possible reason was their eyes were 
conspicuously unattractive, and/or deformities might be 

present which made the person less appealing to others [4]. 
The other reason was some of them were not able to control 
the appropriate eye gestures. For example, one blind person 
had an illness of nystagmus and she could not control the 
movement of the eyeball. It was easier to cause the 
misleading of the sighted towards her eye gaze gestures. As 
a blind person, she often feels difficult to meet people, 
because she cannot see and establish eye contacts with the 
sighted people. Van Hasselt [4] pointed out,  lack of eye 
contact might cause the sighted to feel that the blind person 
was not fully in communication. The impatience, 
discomfort, or intolerance of the sighted is an important 
factor in determining the possible extent of the involvement 
for the blind person. In this paper, we present E-Gaze 
glasses (E-Gaze), a reactive system based on the eye-
tracking technology. It simulates gaze for the blind person 
to react and engage the sighted in face-to-face 
conversations. It is designed based on a model that 
combines eye-contact mechanism and turn-taking strategy. 
We further propose a user experiment to test the sighted 
person’s responses to different gaze patterns of the E-Gaze, 
worn by the blind person, in a dyadic-conversation scenario. 

RELATED WORK 
Several previous studies on simulating gaze behaviors 
concentrated on turn-taking phenomena that linked gaze 
behaviors with speaking and listening modes in 
conversations. Cassell et al. proposed a new approach to 
design conversational agents that exhibit appropriate gaze 
behavior. The exchange of looks between participants was 
related to both information threads and the exchange of 
turns during the flow of conversation[5]. Heylen et al. 
reported an experiment that investigated the effects of 
different eye gaze behaviors of a cartoon-like talking face 
on the quality of human-agent dialogues. The result 
demonstrated that the gaze strategy using a turn-taking 
model significantly affects the dialogue quality [6]. Garau 
et al. described an experiment to investigate the importance 
of eye gaze between humans in four mediated conditions: 
video, audio-only, random-gaze avatars and inferred-gaze 
avatars. In inferred-gaze, gaze was tied to turn taking in the 
conversation. The result showed that the inferred-gaze 
avatar significantly outperformed the random-gaze model 
and also outperformed audio-only model [7].  
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E-GAZE GLASSES  
We presented our design concept of E-Gaze in a previous 
study [8]. It is a wearable device, worn by the blind person 
as glasses (Figure 1) and displays two basic gaze patterns: 
“look at” and “look away” from the sighted based on 
whether the blind person is talking. When the blind person 
starts talking, E-Gaze will “look away” from the sighted to 
concentrate on what the blind person is going to say; when 
she ends talking, E-Gaze will “look at” the sighted to 
establish the “eye contact” when giving the sighted an 
opportunity to take the turn. If the sighted stares at E-Gaze, 
E-Gaze will “look away” to avoid the long gaze.  

 

Figure 1.Design concept of the E-Gaze. 

Model-Driven Gaze Simulation 

A number of studies that investigated the role of gaze in 
human-avatar communication and provided the evidence 
that proper eye gaze behavior of the avatar elicited more 
natural responses in human users[6][7]. Most avatar 
systems display gaze behaviors based on turn-taking 
strategies rather than being reactive. In reactive systems, the 
sighted person’s gaze behavior should trigger an instant 
response from the avatar side which in turn influences the 
user, resulting in a tightly coupled feedback loop [9]. These 
reactive responses can be triggered by tracking eye gaze 
from the sighted. 

In our gaze model, E-Gaze is capable of reacting to the 
sighted person’s current gaze using an eye tracker. The gaze 
model combines eye contact mechanism with turn-taking 
strategy which can distinguish while listening and while 
speaking modes in a conversation flow. We basically copy 
the timing of the eye gaze from research on dyadic 
conversations between a human and a humanoid avatar 
[7][10]. In this model, whenever the sighted is looking at E-
Gaze, it displays “look at” eye gaze and tries to establish 
the eye contact with the sighted. The timing of E-Gaze 
“look at” and “look away” is slightly adapted depending on 
whether the blind person is talking or listening to account 
for the fact people look more at the person when listening 
than when speaking[1].  

More specifically, we define four states of the sighted in the 
dyadic conversation with the blind person: looking at & 
speaking (LS), looking at & quiet (LQ), 
looking away & quiet (AQ) and looking away & 
speaking (AS). The blind person also has the same four 
states since they are peer-to-peer in the conversation. The 
state machine diagram (Figure 2) describes four states and 

their transitions. The corresponding eye gaze animations of 
each state are presented as follows: 

LS: when the sighted is speaking and she is looking 
towards E-Gaze, E-Gaze displays a “look at” eye gaze for 
2.5 seconds to establish an eye contact with the sighted and 
then “look away” for 1.6 seconds. After that, E-Gaze 
displays an average frequency of 17 “look at” glances per 
minute if the state continues. For “look at” partner gaze 
(Figure 3(a)), E-Gaze eyes focus directly ahead. There are 
two types of the “look away” eye gaze: left look away 
(Figure 3(b)) and right look away (Figure 3(c)).  In order to 
avoid repeated eye gaze animation, E-Gaze randomly 
displays one of the “look away” eye gaze animations.  

 

Figure 2.The state machine diagram of the sighted and the 
blind person with E-Gaze in a dyadic conversation. The 

sighted and the blind person can establish the eye contact in 
LS and LQ states. 

LQ: when the sighted is not speaking and she is looking 
towards E-Gaze, E-Gaze displays a “look at” eye gaze for 
1.8 seconds to establish an eye contact with the sighted then 
“look away” for 2.1 seconds. After that, E-Gaze displays an 
average frequency of 14 “look at” glances per minute if the 
state continues.  
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AQ: when the sighted is not speaking and she is not 
looking towards E-Gaze, E-Gaze displays a “look away” 
gaze for 2.1seconds to concentrate on what the blind person 
is going to say. After that E-Gaze displays an average 
frequency of 14 “look at” glances per minute if the state 
continues.  

AS: when the sighted is speaking and she is not looking 
towards E-Gaze, E-Gaze displays an average frequency of 
17 “look at” glances per minute if the state continues.  

 

Figure 3 Face-on views of E-Gaze looking “at” and “away”. 

System  

In the previous study[11], we used an Eye Tribe Tracker to 
detect the eye gaze from the sighted. The sighted used her 
gaze to control five gaze animations of the E-Gaze: look up, 
look down, look left, look right and look at. The system was 
programmed in Java. In this work, the system implements 
the gaze model. The gaze animation of the E-Gaze is driven 
by two sensors: the gaze signal from the Eye Tribe and the 
audio signal from the sound detector. The Eye Tribe is used 
to detect the gaze signal from the sighted to provide input 
for eye contact mechanism, while the sound detector is used 
to detect the blind person’s speaking for turn-taking 
strategy. The E-Gaze system consists of an Eye Tribe 
Tracker, an Arduino microcontroller, a Bluetooth module, 
two uOLED-160-G2 display modules with an embedded 
GOLDELOX graphics processor, a sound detection sensor 
module and a physical glasses-shaped prototype fabricated 
using a 3D printer (Figure 4). Figure 5 shows the overview 
of the E-Gaze.  

 
Figure 4.The exploded view of the prototype for the E-Gaze  

In a dyadic-conversation setting, in order to detect the blind 
person’s speaking clearly, the sound detector is fixed on a 
flexible rod that can be adjusted to near her mouth (Figure 
4). We lower the sensitivity of the sound detector, to make 
it only detect the speaking from the blind person rather than 

the sighted. We use the real human’s eye gaze video to 
display on OLED display. It needs to be saved onto the SD 
card in a raw format readable by GOLDELOX graphics 
processors.  

 
Figure 5.Overview of the E-Gaze system. 

For the calibration, a graphical user interface (GUI) with 15 
targeted area is created to detect the point of the interest 
where the sighted fixates in real-time (Figure 6(a)). When 
the sighted fixates on one of the target areas, the E-Gaze 
system activates the corresponding area to display the red 
points. It indicates that the sighted is now looking at the 
direction of the target area. The target area is parallel with 
the E-Gaze, so when the laptop is removed after calibration 
(Figure 6(b)), the sighted is equal to looking at the E-Gaze. 

When the sighted looks at the E-Gaze, the system sends the 
command to the Arduino over a wireless Bluetooth 
connection. To enable the E-Gaze to interact and respond to 
the sighted person’s eye gaze, the position of the E-Gaze is 
predetermined, and should be within the Eye Tribe 
Tracker’s tracking area. The Eye Tribe Tracker detects eye 
gaze from the sighted, and if her gaze point corresponds to 
the position of the E-Gaze, a command is sent out via 
Bluetooth adapter from the laptop to a Bluetooth module 
connected to the Arduino. At the moment, E-Gaze displays 
a “look at” eye gaze to establish the eye contact with the 
sighted.  

 

Figure 6.(a)Calibration;(b)E-Gaze.  

EXPERIMENTAL DESIGN 
We have planned an experiment that uses the E-Gaze 
system as a test bed to find out how the sighted perceive the 
blind person with the E-Gaze in face-to-face 
communication. The purpose of the experiment is two-fold: 
first to test whether simulating the eye appearance image 
for the blind person improves the conversation quality with 
the sighted in face-to-face communication compared to not 
having the eye gaze image (i.e. E-Gaze without gaze 
display and it is used only as the black glasses). The second, 
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we are particularly interested in finding out which gaze 
patterns are appropriate for the blind person in 
communication. Does the model-driven gaze simulation 
improve the conversation quality with the sighted compared 
to constant gaze and random gaze? Based on the literature 
review, we hypothesize that the model-driven gaze 
simulation for the blind person can enhance the 
conversation quality between blind and sighted people in 
face-to-face communication. A between-subject experiment 
will be conducted and it includes four conditions (E-Gaze 
without gaze simulation, E-Gaze with constant gaze, E-
Gaze with random gaze and E-Gaze with the model-driven 
gaze simulation). The level of conversation quality will be 
measured using questionnaires with four subjective 
measures: relatedness, partner closeness, engagement and 
partner evaluation.  

 
Figure 7.Overhead view of the experiment: (1) E-Gaze; (2) Eye 
Tribe Tracker; (3) Laptop; (4) the pillow to fix the neck of the 

sighted participant; (5) observation camera. 

In the experiment, a specific goal is to exam the responses 
of the sighted towards E-Gaze. We will use the blindfolded 
but sighted participants as an alternative to the blind user. 
The participants will be 96 student volunteers from the 
university. They are divided into pairs to have dyadic 
conversations. One of each pair will wear the blindfold and 
the E-Gaze. Two participants sit face-to-face to have a 
conversation. There is a table between two participants on 
which the Eye Tribe Tracker connected to a laptop is placed. 
The Eye Tribe Tracker will be installed 40 to 60 cm away 
from the sighted participant. When the Eye Tribe Tracker is 
calibrated, the eye tracking software calculates the sighted 
participant’s eye gaze coordinates with an average accuracy 
of around 0.5 to 1 degree of visual angle. In order to 
stabilize and track accurate eye gaze, we will place a pillow 
on the chair to fix the neck of the sighted participant. The 
observation camera captures the whole dyadic-conversation. 
Figure 7 shows an overview of the setup. In the next step, 
we will involve some real blind users to participate in the 
experiment. 

CONCLUSION 
We presented a functional prototype of the E-Gaze glasses 
based on the Eye Tribe tracking system to simulate the 
model-driven gaze for the blind person, to enhance the 
engagement between the sighted and the blind person in 

face-to-face communication. In our future work, we will 
implement a user experiment that uses the E-Gaze system 
as a test bed to find out how the sighted perceives the blind 
person with E-Gaze in face-to-face communication.   
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