© The Author 2017. Published by Oxford University Press on behalf of The British Computer Society. All rights reserved.

Advance Access publication on 18 August 2017

For Permissions, please email: journals.permissions @oup.com
doi:10.1093 /iwc /iwx007

A Model of Nature Soundscape
for Calm Information Display

BIN Yu, JuN HU", MATHIAS FUNK AND LOE FEUS

Industrial Design Department, Eindhoven University of Technology, Laplace 32, 5612 AZ Eindhoven,
The Netherlands

*Corresponding author: J.Hu@tue.nl

Calm technology has been stressed in designing the interaction with information, especially in ubiqui-
tous computing, peripheral interaction and ambient display. Inspired by the research on calm technol-
ogy and model-based sonification, we aim to build a model of nature soundscape for supporting calm
information display. A three-layer structure is proposed for construction of the nature soundscape.
The structure includes seven acoustic parameters. By setting each of seven acoustic parameters into
three levels, seven groups of soundscape samples were created and evaluated in an experiment with 20
participants. Each participant was exposed to 21 soundscape samples to assess each sample regarding
seven perceptual attributes through a rating scale. Based on the results, a perceptual model is pro-
posed to link the acoustic parameters of individual nature sounds and the perceptual attributes of the
nature soundscape. The developed model offers the designers and practitioners a new tool to utilize
nature sounds in the design of the auditory display which could support the calm technology.
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1. INTRODUCTION

In the field of human—computer interaction (HCI), non-speech
audio is widely used in the user interface to communicate
information (Buxton, 1989; Csapé and Wersényi, 2013). An
auditory display may offer many potential benefits in specific
scenarios. For instance, it can present information that is hard
to discern visually (Neuhoff et al., 2002), display for the visu-
ally impaired (Jagdish et al., 2008) or complement to visual
output in the situations that the user’s vision is occupied
(Gable et al., 2013). Audio is a useful medium to maintain
awareness of activities taking place around us. Therefore, it is
often used for ambient display (Ishii er al, 1998; Mynatt
et al., 1997) and peripheral interaction (Bakker et al., 2015;
Cohen, 1993). Since auditory displays liberate the users from

visual focus, they may also improve the users’ comfort and
facilitate their calmness with the information (Annerstedt
et al., 2013; Ratcliffe et al., 2013).

The design of auditory display has traditionally addressed
the questions around how to present the information in a form
that is easy to understand and efficient to use. However, with
the overwhelming amount of information coming to us, another
question has often been asked and discussed recently: how
could the technologies calmly inform us without overburdening
us? Ubiquitous computing and information technologies keep
people easily informed all the time. The increasing bandwidth
and enriching channels of information increasingly engage our
attention and keep us farther away from the sense of calmness.
Therefore, besides the effectiveness of information delivery,
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increasing efforts are being made to facilitate the user’s calm-
ness. Calm Technology (Mark and Brown, 1997) was formu-
lated by Weiser and Brown in 1996. It suggests that the
information display should ‘engage both the center and the per-
iphery of the user’s attention, and in fact moves back and forth
between the two.” A ‘calm’ auditory display shifts the informa-
tion from the user’s focus of attention to the auditory periphery,
and, the users can attune to the information without explicitly
attending to it.

In auditory displays, the sonification approach plays a critical
role in transforming the data into the right form of audio signal.
According to Hermann (Hermann and Ritter, 1999), five sonifi-
cation approaches are mainly used for acoustic data presentation:
Audification, Auditory icons, Earcons, Parameter-Mapping
(PM) and Model-based sonification (MBS). Audification is trans-
forming the data directly to the audible domain, where a time
series directly controls the audio signal amplitude (Sandell,
1996). The term ‘Auditory icons’ was coined by Gaver (Gaver,
1986) and has been embodied in several designs of his, such as
the SonicFinder (Gaver, 1989), SharedARK (Gaver et al., 1991)
and ARKola bottling plant (Gaver et al., 1991). The auditory
icons exploit everyday sounds to convey information in HCL
The semantic link between the attributes of everyday sound-
producing events and attributes of computer events makes the
auditory icons less annoying and easier to be learned by the
users. Earcons (Blattner et al., 1989) are using synthesized tones
or sound patterns as audio messages to represent specific events
and convey information. Compared to Auditory icons, Earcons
are more abstract and often used in combination to produce a
complex audio message. Earcons are not only designed for
interacting with computers but used more widely with a long-
er history, such as alert signals from the emergency broadcast
system. The users may need a longer learning process to build
the relationship between the Earcons and their represented
meanings.

In those interactive systems that communicate high-dimensional
data, PM is a more common approach to convey information or
perceptualize data (Hermann, 2008). In PM sonification, the
data values are directly mapped to acoustic attributes of a
sound, such as the duration, pitch, loudness, position and bright-
ness. In other words, the data ‘play’ an ‘instrument’ by manipu-
lating the parameters of a synthesizer. One of the advantages of
PM is multivariate representation. Different data variables can
be mapped to different acoustic parameters concurrently to pro-
duce a complex sound. Thus, many data dimensions can be lis-
tened to at the same time. However, because the sound pattern
is associated with the data structure, the sounds that are pro-
duced in direct mapping might often be unpleasant. It is also
difficult to predict the user’s perception of the data-controlled
sounds produced in a multivariate PM. These problems were
reported in Smith ef al. (1994) and indicated by Barrass and
Kramer (1999) and Hermann (2008).

In our previous practice (Yu et al., 2015), we designed an
auditory interface for a heart rate variability biofeedback system

which is used for stress management and relaxation. The heart-
beat intervals are mapped to the variations of rhythm in MIDI
notes. The results of the user experiment showed that the cre-
ated auditory display was a good alternative to the standard
graphical feedback. However, regarding the user experience, it
received a lower score on the ‘comfort of use.” We found that
directly mapping the variations in data to the rhythmic varia-
tions was somewhat arbitrary. In our case, PM approach could
transform the data into the sounds effectively but was difficult
to shape a relaxing and pleasant user experience during an
extended period of use. Some users even reported more anxiety
with the audio feedback, which was recognized as ‘relaxation-
induced anxiety’ (Heide and Borkovec, 1983).

Hermann et al. introduced MBS in 1999 (Hermann and
Ritter, 1999). It employs more complicated mediation between
data and sound rendering by introducing a virtual ‘sound gener-
ating model,” whose properties are linked to the data. The soni-
fication model acts as a ‘virtual instrument,” whose ‘material
structure’ defines the sound properties and ‘underlying physics’
defines the modulation of the output sounds. The MBS is com-
monly designed to enhance user interaction, which involves
‘interacting with data-driven virtual acoustic objects’ (Hunt
et al., 2004). For instance, a virtual sound object was developed
and could be ‘played’ by the movements of the upper limbs for
biofeedback training (Maes et al., 2010).

Besides being mapped to the data in the sonification, the
audio signal itself can be an ‘active’ stimulus contributing to
the user experience during HCI. For instance, a piece of music
may induce the autonomic relaxation, but a short high-pitched
tone may cause an alert adversely. Music signal can play in
stimulating the imagination (Lundqvist et al., 2009) and boost
moods (McCraty et al., 1998). Nature sounds can also power-
fully induce positive emotional states (Ulrich et al., 1991),
help in calming down (Alvarsson et al., 2010; DeLoach et al.,
2015) and sustain the attention (Kaplan, 1995). In some spe-
cific applications for rehabilitation, stress management, relax-
ation practice and healthcare, these auditory contents are
frequently applied to the auditory interfaces for facilitating the
user’s calmness and relaxation. For instance, Harris et al.
(2014) developed an auditory display of breathing signal by
adjusting the quality of a music recording to promote relax-
ation. Bergstrom et al. (2014) developed a musical interface
which presents the user’s physiological state by adjusting the
musical tempo and volume.

Nature sounds are among ‘everyday sounds’ around us.
When we are outdoors in a garden or the woods, we hear the
sounds of birds whistling. It does not usually take too much
for us to adapt to these sounds. Besides the ability to foster
the experience of calmness and relaxation, the nature sounds
have another advantage for auditory display as they are intui-
tive, familiar and may be understood quickly and learned eas-
ily. Thus, nature sounds are often used in ambient displays
and peripheral interactions by creating a ‘calm’ sonic environ-
ment, which can engage the periphery of our attention to grab
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the presented information. For instance, Eggen and Van
Mensvoort (2009) used bird sounds in a peripheral display to
communicate information about the activities in the office.
AmbientROOM (Ishii et al., 1998) modulates the volume and
density of bird and rainfall sounds to present the number of
unread email messages and the value of a stock portfolio.
Audio Aura (Mynatt et al., 1997) used seagull cries and beach
birds as auditory cues to provide office workers with relevant
information such as the availability of colleagues.

The value of everyday sounds used as Auditory icons lies
in their associated meanings. In the above studies (Eggen and
Van Mensvoort, 2009; Ishii et al., 1998; Mynatt et al., 1997),
the nature sounds were used individually as a special type of
‘earcons,” like ‘musical tones.” They have been given a
renewed meaning in specific contexts to communicate the tar-
geted information, such as the number of unread email mes-
sages by the volume and density of birds (Ishii et al., 1998).
The changes of an individual nature sound seem to be mean-
ingless to us, but the changes of the ‘soundscape’ shaped by
multiple changing nature sounds can ‘inform’ us through our
intuitive perception of the ‘immersed acoustic environment,’
such as calmness, pleasantness, loudness, eventfulness and
familiarity. We think the perceptual and emotional attributes
of soundscape can present information naturally and meaning-
fully. In our view, it might be better when possible to link the
dataset to the attributes of the soundscape in the interface
instead of directly to the parameters of individual sounds.

In this study, we take the inspiration from the MBS and
propose a new approach of using nature sounds for calm
information display. Different from the sonification models
focusing on the design of the ‘virtual instrument,” a nature
soundscape (NS) model is developed as a ‘virtual natural
environment.” The developed NS model offers the sound
designers not only a framework to create a coherent sound-
scape, but also a means to present information in a calm way
by linking data to perceived attributes of the overall sound-
scape. This study is divided into two parts: designing the
‘structure’ of NS and establishing the ‘underlying relations’
between the acoustic parameters of individual nature sounds
(interfacing with data) and listener’s perception of the whole
NS (interfacing with a human).

2. CONSTRUCTING AN NS

According to Schafer (1993), the ‘soundscape’ refers to the
unique experience of inhabiting an acoustic environment with
emphasis on the individual’s sensation and perception of dif-
ferent types of sounds. Since then, the term ‘soundscape’ has
been used extensively to describe an ‘acoustic environment’
about the acoustic resources within a given area. NSs have
been studied in many fields, ranging from urban design
(Yang and Kang, 2005), monitoring of the wildlife
(Pijanowski et al., 2011) and auditory display in public space

(Eggen and Van Mensvoort, 2009). A central topic spanning
across these fields is the informational aspect of the sound-
scape, either extracting information from a recorded sound-
scape or convey information by creating a new one. In this
study, we focus on the latter.

In our view, NSs have a great potential in supporting HCI
for both informative and experiential goals. NS may refer to
both the natural acoustic environment consisting of various
natural sounds, and also the listener’s perception and experi-
ence of sounds heard as an environment. An NS may consist
of various sounds including animal vocalizations, the sounds
of weather and other natural elements. As each sound element
can be a possible information carrier, an NS can present
multi-channel of information simultaneously. For instance,
Hermann et al. (2003) combined the sounds of the wind, rain-
fall, thunder and frog as an auditory weather forecast present-
ing various channels of weather information. Moreover, a rich
diversity of nature sounds in a coherent context may also cre-
ate an acoustic environment which can be experienced to be
pleasant, calm and relaxing.

2.1. Structure of NS

The NS that arises from a real landscape tends to be very
complex, varying spatially and temporally. It is difficult to
exploit a real recording of a natural environment for informa-
tion display. Therefore, instead of the realism of the synthe-
sized soundscape, we focus on building a controllable ‘virtual
natural environment’ with limited sound components and
investigating about the human perception of the ‘acoustic
environment’ regarding the attributes of the ‘NS.’

We propose a practical structure to describe the structural
hierarchy of an NS. Based on Pijanowski et al. (2011), our
working definition of NS is’the collection of biological and
Gss that emanate from a natural environment.” Thus, the NS
in this study does not include the ‘anthrophony’ which caused
by humans, only focuses on the ‘biophony’ and ‘geophony’
created by nature including biology and geography. According
to Krause (1987), ‘Biophony’ describes the composition of
sounds created by organisms and ‘geophony’ describes non-
biological ambient sounds occurring at a site. Based on studies
of Schafer (1993), the sound components in a soundscape can
be classified into three types: keynotes, signals and sound-
marks. The keynote sound is the tonal center of a sound-
scape such as the sound of the running water by a riverside.
The signals sound is the informational sounds that appear
infrequently and separately. A soundmark is a unique sound
to an area, like an audible ‘landmark.’

In this study, we simplify the composition of an NS as a
three-layer structure, consisting of geophysical sound (Gs),
biological sound (Bs) and climatic sound (Cs), see Table 1.
Gs reflects the geographical features at a site. It serves as the
keynote sound, which shapes the basic scenario of an NS. Bs
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Table 1. The parameters and perceptual attributes in three-layer framework of the NS.

Classes of Sound Audio
Sound layer sounds source signal Parameters Example
Cs Climatic sound Ambience noise Single Continuous Volume Wind
Gs Geophysical sound Keynote sound Single Continuous Volume Water stream

Bs Biological sound Signals sound Multiple

Discrete

1. volume; 2. density; 3. type Silvereye, wren,

variation; 4. rhythm variation; greenfinch, collared

5. direction variation dove, cuckoo

serve as the signal sounds, reflecting natural events and pro-
cesses. It may consist of a diverse array of nature sounds pro-
duced by mammals, birds, amphibians and insects. A
soundscape can also be described in terms of Hi-Fi and Lo-Fi
based on the ambience noise level (Schafer, 1993). We con-
sider the ambience noise as an independent component, which
influences the perception of the soundscape regarding the Hi-
Fi and Lo-Fi. Thus, Cs refers to the ambience noise created
by the climate such as the wind, rain or shore noise. This sim-
plified structure helps in the selecting and mixing various
nature sounds. The resulting soundscape can be one of the
many instantiations of the class of ‘NSs.” Fox example, in our
experiment, the sample soundscape of ‘forest’ was developed
with the combination of the leave rustle (Cs), the murmur of
a brook (Gs) and birdsongs (Bs).

2.2. Parameters of NS

Each NS has complex properties based on different biological
and geographical features. According to Pijanowski et al.
(2011), a soundscape possesses four measurable properties:
acoustic composition, temporal patterns, spatial location and
acoustic interactions. These properties are usually measured
and analyzed for getting information about a soundscape ecol-
ogy. In this study, we do the reverse that we select the con-
trollable acoustic parameters based on these properties. The
acoustic interactions in the NS vary widely according to ani-
mal activities. For practical reasons, we only address the com-
ponential, temporal and spatial properties. The composition of
NS is associated with various acoustic parameters including
frequency, amplitude and type of nature sounds. The temporal
pattern of NS is mainly reflected by certain biological events.
The spatial location refers to the direction and distance of the
sound source.

Based on the above structure, in an NS, the sound selected
for the Cs layer is a type of natural white noise, which is con-
tinuous and from a single source. In the Gs layer, only one Gs
will be selected as the keynote, and it is from a fixed sound
source. Therefore, for both Cs and Gs sounds, the volume is the
only acoustic parameter to be adjusted. The Bs layer is com-
prised of various Bss from multiple moveable sources, such as
birds, frogs and insects in the forest. Compared to Cs and Gs,
the sounds in the Bs layer are discrete, and the sources might

be ‘moving around.” Therefore, more parameters regarding the
temporal patterns and spatial location properties are selected.

For the Bs layer, besides the volume, the second parameter
is density, which determines the basic time interval between
two successive sound playings. A higher density shortens the
time interval between the Bs sounds. The other three para-
meters of the Bs layer are mainly about the dynamics of the
Bs sounds; they are the variations of sound type, rhythm and
direction. The type variation determines how many types of
the Bss will be ‘activated’ for playing. A higher type variation
means that, for each playing, the sound source will be selected
from a wider range of ‘sound library’; with the same density,
more types of Bs sounds will occur in the soundscape. The
rhythm variation is the range of variation in the basic time
interval which is determined by the parameter of density. A
higher rhythm variation means that the Bs sounds will occur
more unevenly, with more flexibility. All Bs sounds can be
played through mono or stereo channels, which create direc-
tionality, perspective and space. The direction variation deter-
mines the proportion of the Bs sounds presented through the
stereo left or right channels. A bigger direction variation will
lead to a more real stereo surround quality.

In summary, we propose seven parameters distributed in dif-
ferent layers: Cs volume, Gs volume, Bs volume, Bs density, Bs
rhythm variation, Bs direction variation and Bs types variation.
We assume that by controlling one or more of these parameters,
the listener’s perception of the soundscape will be influenced.

2.3. Attributes of NS

In addition to the structure and acoustic parameters of the NS,
understanding the user perception of an NS is also essential in
the design of the auditory display. The listener’s perception of
multiple mixed sounds in a coherent context may create the
sensation of experiencing a particular acoustic environment.
Many studies have been conducted to assess and understand
the perception of soundscapes (Coensel and Botteldooren,
2006; Raimbault er al., 2003). In these studies, the assessment
of the soundscape involves more perceptual and emotional
measures rather than just identification and description of the
sound sources. Various attributes of soundscapes emerged in
the assessments, such as pleasantness, loudness, eventfulness,
familiarity and sound dynamics. Coensel and Botteldooren (2006)
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suggested that the calmness and pleasantness might be a
result of multiple other attributes such as loudness, eventful-
ness, familiarity, the dynamics of the sounds and the factors
related to the spatial characteristics and the spectrum or tim-
bre of the soundscape.

An NS is normally assessed by using a semantic differen-
tial. Table 2 shows the most common attributes selected for
describing the perception of an NS. Based on the results from
Coensel and Botteldooren (2006) and Raimbault er al. (2003),
loudness is the most important attribute which is about the
strength of a soundscape. The attribute of richness describes
the sound diversity in an NS. Next, the attributes of steadiness
and spatial impression are related to the sound dynamics
regarding the temporal balance and the spatial localization.
Naturalness evaluates the degree of realism of the soundscape
environment. The attributes of calmness and pleasantness are
selected to assess the appreciation and user experience of the
soundscape. In this study, a specific perceptual attributes rat-
ing scales was designed with seven questions for evaluating
the listener’s perception of the NS, as shown in Table 2.

3. USER EXPERIMENT

A user experiment was conducted to understand the relation-
ships between the acoustic parameters and the user perceptions
of the NS. Based on the proposed NS structure, we created an
NS to investigate how we can influence the user perception of
the soundscape through the modulation of the acoustic para-
meters. By setting each of seven acoustic parameters into three
levels, 21 soundscape samples were created. In a within-
subjects experiment, each participant was exposed to seven
groups soundscape samples and completed the soundscape rat-
ing scale for each sample. The independent variable is the level
of the parameters (low, moderate and high), and the dependent
variables are seven perceptual attributes of the soundscape mea-
sured by the soundscape rating scales.

3.1. Subjects

Twenty participants took part in the study through informed
consent procedures. All participants were volunteers. They
were randomly selected from a variety of undergraduate and

Table 2. Selected perceptual attributes of the NS.

Perceptual attributes Rating scales

Loudness quiet (1) vs. loud (5)
Richness deserted (1) vs. lively (5)
Steadiness unsteady (1) vs. steady (5)

Spatial Impression closed (1) vs. open (5)

~N N R W N

Naturalness artificial (1) vs. natural (5)
Calmness irritating (1) vs. calming (5)
Pleasantness unpleasant (1) vs.pleasant (5)

graduate classes. The eleven males and nine females ranged
in age from 22 to 33. All participants reported no history of
diagnosed hearing impairments. Participants who were the
trained listeners, either through professional audio training or
music education were excluded from the study. The partici-
pants were unaware of the specific aims of the study, the
modulation and the predicted effects of the different samples.

3.2. NS samples

Based on the results of our previous user survey (Yu ef al.,
2016), ‘Forest’ is one of the most pleasant nature theme among
the other scenes, such as ocean and grasslands. The moderate
complexity also makes the ‘forest’ soundscape malleable and
controllable. Therefore, we selected the nature sounds from the
forest as the auditory contents for constructing the soundscape
in this experiment. After analyzing the recorded soundscapes of
the real forest, we created the soundscape consisting of wind
sound as the Cs, a water stream for Gs and several types of
birds (i.e. silvereye, wren, greenfinch, collared dove and cuck-
00) for Bss. These birdsongs were selected as they are rated as
the most likely to help people relax and recover from mental
fatigue (Ratcliffe et al, 2013). Seven groups of soundscape
samples are created with the same audio contents. Within each
group, one acoustic parameter is modulated into different level
while other parameters are set to the default value (moderate
level), see the Table 3. The volume of audio sources is normal-
ized firstly and then modulated into different decibel value with
a software synthesizer.

3.3. Procedure

All participants were tested individually in a small testing
room furnished with a recliner chair, rug, lamps and audio
equipment. All sound samples were played through an acous-
tic noise canceling headphones (Bose, QuietComfort 25). The
participant was seated in the recliner with comfort and read
the instruction before the experiment. Each participant lis-
tened to seven groups of soundscape samples in a randomized
order. For each group, the order of samples was also rando-
mized. The researcher started to play the samples one after
another in the first group. After listening to each sample, the
participant was asked to judge upon the attributes of what
they hear with a rating scale. After each one group had been
completed, the participants had 15s to finalize their answers
and hear a 30-s piece of music as a washout period.

3.4. Data analysis

The one-way ANOVA was carried out within each group to
understand if there is a significant influence of each acoustic
parameter on the user perception of the soundscape. A
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Pearson correlation coefficient was computed to assess the
relationship between the acoustic parameter and perceptual
attributes of the soundscape.

4. RESULTS

4.1. The rating scale on attributes of soundscape within

each group

Figure 1(a—c) shows the ratings on the NS attributes with a dif-
ferent level of Cs, Gs and Bs volume. As shown in Fig. 1(a),
with a high Cs volume, the loudness of the NS is significantly

higher than the one with the low and moderate Cs volume.
Moreover, the pleasantness and calmness of the soundscape
are reversed. In the second group, the loudness of the sound-
scape with high Gs volume is significantly higher than the
one with moderate Gs volume. The loudness of the sound-
scape with moderate Gs volume is significantly higher than
the one with the low volume. The other attributes like steadi-
ness, spatial impression, naturalness, pleasantness and calmness
are all reversed. Figure 1(c) shows that a high Bs volume leads
to a significantly higher rating on the loudness. Conversely, the
spatial impression, naturalness, pleasantness and calmness sig-
nificantly decrease when the Bs volume is high. As shown in

Table 3. Parameter setting for creating the samples for the experiments.

Parameters level

Layers Sound selection Parameters Low Moderate High
Cs Wind Volume 0dB 5dB 10dB
Gs Water Volume 0dB 5dB 10dB
Bs Birds Volume 0dB 5dB 10dB
Density 10 sounds/min 20 sounds/min 30 sounds/min
Type variation 1 type 3 types 5 types
Rhythm variation +0% +20% +40%
Direction variation 100% Mono 50% Mono 100% Stereo
50% Stereo
(a) Group A: Volume of Cs (b) Group B: Volume of Gs (c) Group D: Volume of Bs (d) Group C: Density of Bs
450 4 450 450 450 4
|
400 4 /. 400 4.00 400 4 \
Zsal P 350 350 - 350 4 r’/_/><—‘.
o 7= B ~H
3.00 4 300 - = 3.00 - 300 4 ,/ a |
= - \ yd /
250 - 2501 ~—_\NE 250 - 250 7
2.00 4 200+ 2.00 - 200 4
150 4 150+ 150 -! 150 4
Low Moderate  High Low Moderate  High Low Moderate  High Low Moderate  High
()  Group E: Type variation of Bs ()  Group F:Rhythmvariationof Bs  (Q)  Group G: Direction Variation of Bs
as0 450+ 450 1 —— Loudness
i ~ Richness
4 38 0 4900 e Steadiness
. k‘\ i) 450 ey SR —— Spatial impression
N —— o~ i>< Naturalness
200 = 3001 o e 300 - —— Pleasantness
' e Calm
250 4 / 250 4 — 250
m : The mean difference
Cad =2 20 between different level is
izl i isi ) significant at the 0.05 level.
Low Moderate  High Low  Moderate  High Low Moderate  High

Figure 1. The rating scale on attributes of soundscape within each group with different parameter levels.
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Fig. 1(d), with a high density of Bs, the loudness and the rich-
ness of the soundscape are significantly higher than the ones
with a moderate and low Bs density. The pleasantness and
calmness of soundscape are reversed. As shown in Fig. 1(e),
a high variation of Bs type leads to a significantly higher rich-
ness, but a lower steadiness, pleasantness and calmness of the
soundscape. Figure 1(f and g) shows that the listener’s per-
ception of the NS was not changed significantly with different
levels of rthythm variation and direction variation.

4.2. The correlations between the acoustic parameters
and perceptual attributes

Table 4 presents the results of correlation analysis between
acoustic parameters and perceptual attributes. Regarding the
loudness, there is a strong positive correlation between the
loudness and Gs volume (r = 0.854, P < 0.001). There is a
moderate positive correlation between the loudness and Cs
volume (r = 0.545, P < 0.001) and Bs volume (r = 0.677,
P < 0.001). There is a weak positive correlation between the
loudness and Bs density (r = 0.453, P < 0.001).

Regarding the richness, there is a weak positive correlation
between the richness and density of Bs layer (r = 0.406, P <
0.001), and type variation of Bs layer (r = 0.384, P = 0.002).
Regarding the steadiness, there is a weak negative correlation
between the steadiness and Gs volume (r = —0.372, P = 0.003),
and type variation of Bs layer (r = —0.398, P = 0.002).
Regarding the spatial impression, there is a weak negative correl-
ation between the spatial impression and Gs volume (r =
—0.365, P = 0.004) and Bs volume (r = —0.431, P = 0.001).
Regarding the naturalness, there is a weak negative correlation

between the naturalness and Gs volume (r = —0.357, P =
0.005).

The calmness is negatively correlated with Cs volume (r =
—0.408, P < 0.001), Gs volume (r = —0.647, P < 0.001), Bs
volume (r = —0.425, P = 0.001), Bs density (r = —0.461,
P < 0.001) and type variation of Bs layer (r = —0.375, P =
0.003). The pleasantness is negatively correlated with Cs vol-
ume (r = —0.404, P < 0.001), Gs volume (r = —0.647, P <
0.001), Bs volume (r = —0.445, P < 0.001), Bs density (r =
—0.346, P < 0.001), type variation of Bs layer (r = —0.409,
P =0.001).

4.3. The NS Model

Table 5 illustrates the relationships between the acoustic para-
meters and the perceptual attributes as a model. The model is
built with the three-layer NS structure, which could guide us to
construct the NS samples. All perceptual attributes show a
hybrid relationship with multiple parameters across the layers.
Only first five parameters show a correlation with the user per-
ceptions of the NS. For the Cs and Gs layer, the volume is the
only one parameter to control, and for the Bs layer, there are
three parameters: volume, density and type variations. These
acoustic parameters can be regarded as the input of the model,
interfacing to the dataset. Seven attributes of the soundscape
are viewed as output to interface to the listener’s perceptions
and experience. We can conclude that for the NS developed
with the NS structure, there is evidence that the loudness is
strongly related to the volume of three sound layers and the
density of Bs sounds. The richness is related to the density and
type variations of bio-sounds. The steadiness is related to to
the volume of Gs layer and density and type variations of

Table 4. The correlations between the acoustic parameters and perceptual attributes of NS.

Perceptual attributes

Spatial

Layers  Parameters Loudness  Richness Steadiness Impression Naturalness  Calmness Pleasantness

Cs Volume r = 0.545 r=0.071 r=-0.184 r = 0.055 r=-0201 r=-0408 r=-0.404
P <0.001 P =0.589 P=0.16 P =0.678 P=0.123 P <0.001 P <0.001

Gs Volume r=0.854 r=-0254 r=-0372 r=—0.365 r=-0357 r=-0647 r=-0.601
P <0.001 P=0.05 P =0.003 P =0.004 P =0.005 P <0.001 P <0.001

Bs Volume r=0.677 r=0.138 r=—0.106 r=-0431 r=-0313 r=-0425 r=-0445
P <0.001 P=0.292 P =0.421 P =0.001 P =0.015 P <0.001 P <0.001

Density r=0453 r=0.406 r=-0.139 r = 0.079 r=-0.025 r=-0461 r=-0.346
P <0.001 P <0.001 P=0.29 P =0.549 P =0.847 P <0.001 P =0.007

Type variation r=0225 r=0384 r=—0.398 r=-0075 r=-0.134 r=-0375 r=-0409
P=0.084 P =0.002 P =0.002 P =0.566 P =0.307 P <0.003 P <0.001

Rhythm variation r=0 r = 0.058 r=—0.175 r = 0.020 r=-0.030 r=-0065 r=-0.114
P=1 P =0.658 P=0.18 P =0.880 P =0.820 P =0.623 P =0.385

Direction variation r=0.206 r=0.244 r=—0.181 r=-0076 r=-0.147 r=-0231 r=-0.172
P=0.114 P =0.061 P =0.166 P =0.564 P =0.263 P =0.076 P =0.188
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Table 5. The model of NS.

Perceptual attributes

Layers Parameters Loudness Richness Steadiness Spatial Impression Naturalness Calmness Pleasantness
Cs Volume ++ - -
Gs Volume +++ - - - - -
Bs Volume ++ - - - -
Density + + - -
Type variation + - - -
+, positive; —, negative; +++/— — —, strong; ++ /- —, moderate; +/—, weak.

bio-sounds. The spatial impression and naturalness are related
to the volume of Bs and Gs layer. The calmness and pleasant-
ness are related to all five parameters in the model.

5. DISCUSSION

In our view, nature sounds can both inform and create calm.
Firstly, nature sounds can support clam technology with its
subtleness and naturalness. Calm technology (Mark and
Brown, 1997) aims to maintain the user’s awareness of the dis-
played information without overburdening. Like other every-
day sounds used as Auditory icons, nature sounds are intuitive,
familiar and tend to engage the periphery of people’s attention.
NS can create ambient awareness. For example, NSs can be
applied to ambient displays in public space. The man-made NS
is mixed with the real soundscape in the space, and the nature
sounds could respond to the input data source or adapt to the
inhabitants in the space. The inhabitants can be aware of the
information through general feelings toward the acoustic envir-
onment without taking them out of their environment or task.
The slow changes in the perceptual attributes of soundscape
require a small amount of attention. Therefore, the NS model-
based interface is suitable to communicate status. The richness
and steadiness of the NS can be manipulated to present some
slow-changing status information, such as the temperature of
CPU or the stress level of an office worker.

Secondly, nature sounds can be a desirable audio content
to enhance the user’s calmness and relaxation with the inter-
faces, especially in the applications for rehabilitation, stress
management, relaxation practice and healthcare. Most nature
sounds are pleasant and have a therapeutic effect due to its
ability to foster the experience of calmness and relaxation. In
previous studies (Eggen and Van Mensvoort, 2009; Ishii
et al., 1998; Mynatt et al., 1997), the auditory displays were
created with nature sounds by Auditory icons and PM, in
which the data was directly linked to the parameters of the
individual sounds. These audio displays are effective in infor-
mation delivery, but few of them focused on creating a ‘calm’
soundscape. In this study, we developed a model of NS
through an empirical study. The model helps to select, organ-
ize and manipulate the sounds within a ‘nature theme,” and

provides a means to manipulate the acoustic parameters of
certain nature sounds and finally generate a ‘soundscape’ with
more calmness and pleasantness.

As suggested by Blattner et al. (1989), Eggen (2016) and
Gaver (1993), people can perceive the sounds at different
levels. Beyond a basic-level auditory event, people can also
hear more complex, structured combinations of basic-level
events and perceive these combinations as the overall attributes
or characteristics of the environment. MBS provides a possibil-
ity to ‘edit’ these attributes at higher semantical levels as
stressed by Hermann and Hunt (2005). In this study, the NS
model aims to link the data to the overall attributes of the
soundscape, enabling the auditory display to be manipulated at
‘perceptual’ or ‘experiential’ levels. Thus, the listener can
extract information by holistically listening to the NS, and also
zoom in into a specific sound for more detailed information.
The sound perception at different levels allows the audio dis-
play to move easily between the periphery and the center of
our attention. In an NS-model-based auditory display, individ-
ual sounds can be chose to be ‘expressive’ and ‘functional’ by
retaining close mapping between data and specific acoustic
parameters. For instance, a certain #ype of bird sound (i.e. cuck-
00) can indicate a discrete data event (i.e. an outlier), and the
volume of wind sound can represent a continuous flow of data.
These detailed sounds communicate explicitly in the center
attention of the listener. Moreover, the data can also control
several sounds jointly to shape the soundscape perceptually to
be discriminable and inform the listener calmly in the periph-
ery, for example, the richness of the whole soundscape con-
veys some supplementary information.

This idea has been explored in term of ‘ecology of sounds.’
Gaver et al. designed an ecology of auditory icons for ARKola
factory, where a number of sounds worked together to convey
information about a complex, demanding simulation task
(Gaver et al., 1991). As Gaver et al. (1991) puts it in his paper:
‘an ecology of sounds can be designed that can be heard
together as an overall plant noise or attended to separately to
obtain information about individual machines.” From an eco-
logical perspective, the individual sounds are not created and
manipulated in isolation but as part of a sound ecology so that
the listeners could experience all sounds as a unity. Therefore,
in the design of auditory display with multiple sounds, the
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coherence and consistency should always be stressed. In this
study, the concept of NS provides a coherent context for select-
ing, tuning, modifying and mixing various nature sounds in
such a way that the resulting soundscape can be perceived and
experienced as a harmonious sonic environment.

In the proposed NS structure, the Bs layer consists of vari-
ous discrete Bss (birds songs in this study) and has five con-
trol parameters. The volume and density are related to the
strength and frequency of the sounds. The other three para-
meters are related to dynamics of the soundscape. Instead of
modulating the type, thythm or direction of the individual
sound, we use the variation of these sound properties as the
parameters. The results show that only the changes on the
type variations can be perceived regarding the richness and
steadiness of the soundscape. The rhythm and direction varia-
tions of different levels were difficult to detect. As reported in
the studies about ‘audio interface’, timbres of different instru-
ments are subjectively easy to tell apart (Brewster er al.,
1993). Therefore, timbre is a common audio property being
used in the design of Earcons. In other studies (Feige, 2009;
Hoggan et al., 2009; Yu et al., 2015) about the rhythm-based
interfaces, while the sounds maintain a constant timbre and
direction, and the rhythmic pattern of sounds could success-
fully communicate information to listeners. In this study, tim-
bre (the type of bird sounds) and direction were not fixed but
varied in the moderate (default) range; we think this explains
the reason why the rhythm variations are hard to detect in the
soundscape. Therefore, we suggest that when there is only
one type of Bs sound being activated, the rhythm and direc-
tion variations might be an effective parameter to influence
the steadiness and spatial impression.

Regarding the use of NS for auditory display, we think there
are still some issues need to be addressed. Firstly, the man-made
NS should well match the context of use. To design an appropri-
ate NS for public auditory display, the indoor/outdoor environ-
ment, the inhabitants’ presence and the activities taking place in
the public space should all be considered by designers. The mis-
match between the ‘man-made’ indoor NS and the existing
sonic environment could seriously hamper reaching a state of
immersion in the environment. Secondly, the perceptions and
preferences of certain ‘genres’ or sound ecologies might be
influenced culturally and differentiated individually. Therefore,
the factors of the listeners or inhabitants in a public space should
also be considered in the selection of the nature sounds. Thirdly,
according to the different emphasis on informative or experien-
tial goals, the interface may need to constantly fine-tune the per-
ceptual and experiential qualities of the acoustical mapping
from data to the sounds. Thus, the NS can become functional
when it is fed a dataset, or become decorative, as a natural and
beautiful augment to the acoustic environment, when no dataset
needs to be presented. Lastly, as most nature sounds are familiar
to ordinary people, it is suggested to get the end-user actively
involved in the design and evaluation of the NS regarding its
usability and experiential qualities (Eggen et al., 2017).

This study still has certain limitations. Firstly, as a guide-
line for design, the proposed three-layer NS structure could
be refined with more details regarding the selection of audio
content. In this NS structure, the Cs and Gs layer only has
one sound source, and for Bs layer, only one type of species
is involved (bird in this study). The reduced complexity might
have a major impact on the perceptual and experiential qual-
ities of the NS. Secondly, in this study, only one NS was con-
structed as the experimental material. In future research, the
NS model could be evaluated and improved with more NS
samples created with different nature sound content. Thirdly,
for each acoustic parameter, only three levels were tested in
our experiment. We suggest that the parameters should be
tested with more levels, which might conclude with a linear
relationship between the acoustic parameters and perceptual
attributes of the soundscape.

6. CONCLUSION

In this study, we propose an NS model linking between the
acoustic parameters of individual nature sounds and the per-
ceptual attributes of the whole soundscape. The correlations
between the acoustic parameters and the human perception of
the NS can be used as an interface between the data and spe-
cific information in different context. The NS model offers
the designers and practitioners a new tool to utilize nature
sounds in the design of auditory displays, which could sup-
port the calm technology and enhance the user experience.
Specifically, we believe the proposed model may contribute
the fields of sonification and HCI in two ways. Firstly, the NS
MBS offers new means for ambient display, in which data
could be used to drive an adaptive acoustic environment. The
NS MBS may put the auditory display in the periphery,
occupy a small amount of attention and communicate infor-
mation in a natural and elegant way. Secondly, the NS model
can also be used in the design of non-speech audio interfaces
to create calm and induce relaxation of the users.
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